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Balance opportunities and risks
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Architecture strategy: Technology, Process, People

Cybersecurity and data loss protection



Human agency and oversight — AI should not trample on human autonomy. People should not 
be manipulated or coerced by AI systems, and humans should be able to intervene or oversee 
every decision that the software makes.
Technical robustness and safety — AI should be secure and accurate. It shouldn’t be easily 
compromised by external attacks (such as adversarial examples), and it should be reasonably 
reliable.
Privacy and data governance — Personal data collected by AI systems should be secure and 
private. It shouldn’t be accessible to just anyone, and it shouldn’t be easily stolen.
Transparency — Data and algorithms used to create an AI system should be accessible, and the 
decisions made by the software should be “understood and traced by human beings.” In other 
words, operators should be able to explain the decisions their AI systems make.
Diversity, non-discrimination, and fairness — Services provided by AI should be available to all, 
regardless of age, gender, race, or other characteristics. Similarly, systems should not be biased 
along these lines.
Environmental and societal well-being — AI systems should be sustainable (i.e., they should be 
ecologically responsible) and “enhance positive social change”
Accountability — AI systems should be auditable and covered by existing protections for 
corporate whistleblowers. Negative impacts of systems should be acknowledged and reported 
in advance.
Source: https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai

https://www.theverge.com/2018/1/3/16844842/ai-computer-vision-trick-adversarial-patches-google
https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai


Monetary Authority of Singapore (MAS) FEAT Principles

• Justifiability – use of personal attributes as input factors is justified

• Accuracy and Bias – review of data and models for accuracy, relevance 
and minimize unintentional bias

Fairness

• Use of AI is aligned with firm’s ethical standards

• AI-driven decisions have same ethical standards as human-driven 
decisions

Ethics

• AI-driven decisions are approved by an appropriate internal authority

• Data subjects are provided with channels to enquire, submit appeals 
about AI-driven decisions that affect them

Accountability

• Data subjects are provided clear explanations on what data is used to 
make AI-driven decisions

• Use of AI is proactively disclosed to data subjects
Transparency

Source:  https://www.mas.gov.sg/~/media/MAS/News%20and%20Publications/Monographs%20and%20Information%20Papers/FEAT%20Principles%20Final.pdf

https://www.mas.gov.sg/~/media/MAS/News%20and%20Publications/Monographs%20and%20Information%20Papers/FEAT%20Principles%20Final.pdf


Source: Singapore PDPC 

https://www.pdpc.gov.sg/Resources/Discussion-Paper-on-AI-and-Personal-Data

https://www.pdpc.gov.sg/Resources/Discussion-Paper-on-AI-and-Personal-Data


Source: Singapore 

https://www2.imda.gov.sg/programme-listing/ai-data-innovation

https://www2.imda.gov.sg/programme-listing/ai-data-innovation




Questions for this Panel


